Motion Generation of Robotic Surgical Tasks: Learning From Expert Demonstrations
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Abstract—Robotic surgical assistants offer the possibility of automating portions of a task that are time consuming and tedious in order to reduce the cognitive workload of a surgeon. This paper proposes using programming by demonstration to build generative models and generate smooth trajectories that capture the underlying structure of the motion data recorded from expert demonstrations. Specifically, motion data from Intuitive Surgical’s da Vinci Surgical System of a panel of expert surgeons performing three surgical tasks are recorded. The trials are decomposed into subtasks or surgemes, which are then temporally aligned through dynamic time warping. Next, a Gaussian Mixture Model (GMM) encodes the experts’ underlying motion structure. Gaussian Mixture Regression (GMR) is then used to extract a smooth reference trajectory to reproduce a trajectory of the task. The approach is evaluated through an automated skill assessment measurement. Results suggest that this paper presents a means to (i) extract important features of the task, (ii) create a metric to evaluate robot imitative performance (iii) generate smoother trajectories for reproduction of three common medical tasks.

I. INTRODUCTION

Recent advances in surgical techniques have provided another avenue for research into machine learning of human skills. More clinical operations are being performed via teleoperation using surgical robots such as the da Vinci surgical robot (Intuitive Surgical, Sunnyvale, CA) [1]. A 2007 study stated that over 50,000 robotic-assisted prostatectomies have already been performed worldwide [2]. Robotic-assisted surgeries, however, present significant manipulation challenges which make it more demanding than open surgery. As an illustration, even a laparoscopic knot tie can take more than three minutes to complete compared to one second for a manually tied knot [3]. The future possibility of using a robot to automate portions of such tasks can assist the surgeon by reducing the cognitive workload and shortening the surgical procedure time. The work in [3] presented promising results from a system that automated the wind up portion of a knot tying task using recurrent neural networks trained from expert surgeons. The work in [4] used imaging techniques to plan motions which the robot can perform autonomously. Other approaches rely on hardwiring controllers for specialized stitching machines [5] and laparoscopic instruments [3] or optimizing controllers [6], [7].

A crucial aspect of further enhancing automation in robotic-assisted surgery relates to understanding and modeling expert skill to enable surgical robots to perform at similar levels as expert surgeons [8], [9], [10], [11], [12]. Toward this goal, this paper develops computational methods to automatically model expert skill for surgical tasks. The proposed approach leverages the idea of using machine learning to build generative models and generate from these models smooth trajectories that capture the underlying structure of the motion data recorded from expert demonstrations. Fig. 1 shows a flowchart of the proposed methodology. Our approach begins with recording raw motion data gathered from multiple surgeons of different expertise levels that perform surgical tasks on the da Vinci robotic surgical system, as shown in Fig. 2. Multiple demonstrations of the same task are needed to create a representative generalization of the skill. We extract inherent structure behind surgical motion by analyzing modular and flexible blocks of motions or sequence of states called “surgemes” (i.e., pick up needle, push needle through tissue) [8]. Fig. 3 shows an example of several surgemes and the transition flow between them. In this way, the trials from surgical tasks are decomposed into
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surgeries and are then temporally aligned through dynamic time warping. When surgeries are combined together, they can form very complex movements. Next, we encode the motions through a Gaussian Mixture Model (GMM) to capture the experts’ underlying motion structure. Finally we are able to generate trajectories to perform gestures similar to the training examples using Gaussian Mixture Regression (GMR) which constrains smoothness. The approach is validated through classifying the skill of the generated motion through an automated skill-assessment procedure based on Hidden Markov models. Results suggest that this paper presents a means to (i) extract important features of the task, (ii) create a metric to evaluate robot imitative performance (iii) generate smoother trajectories for reproduction of common medical tasks, such as those illustrated in Fig. 2.

II. DATA ACQUISITION

To facilitate presentation, before relating method details, we first describe the data acquisition process. The experimental setup consists of expert surgeons using the da Vinci surgical system to perform surgical tasks on the teleoperated system. The da Vinci surgical system is an FDA-approved seven degree of freedom (dof) robot that consists of three separate components: master-side console, vision cart, and patient-side manipulators. The surgeon manipulates the serial link inputs which relays the position, orientation, and grip commands sent from the surgeon to the robotic manipulators on the patient side. Motion data is collected through the da Vinci Application Programming Interface (API) using an Ethernet cable synchronized with high resolution stereoscopic video (1024x768) at 30 Hz. Each datapoint \( v_i \) consists of a \( d = 83 \) variable subset of the total 192 variables which include positions, rotation angles, and velocities of the master/patient side manipulators. We investigated three common surgical tasks: suturing, knot tying, and needle passing. These tasks are used in training to test psychomotor skill and are fundamental skills across all types of surgeries. Data was collected from 11 surgeons. For training the proposed method, we used 5 trials from expert surgeons for each task. To evaluate the proposed method, we used 5 new trials of each expertise (expert, intermediate, novice) for each task.

III. METHODS

A. Multidimensional Dynamic Time Warping

Our approach begins with extracting surgeries from the raw motion data from expert trials [8]. Each expert trial is manually segmented into a sequence of 16 surgeries, as illustrated in Fig. 3. Dynamic Time Warping (DTW) [13] is then used to temporally align the surgeries. More specifically, for \( h \in \{1, \ldots, 16\} \), let \( s_h^1, \ldots, s_h^N \) denote the \( h \)-th surgery across the different \( N \) trials of the same task. Then, each \( s_h^i \) is aligned to \( s_h^{\text{med}} \), where \( s_h^{\text{med}} \) denote the \( h \)-th surgery with the median time among the \( N \) trials. DTW provides a time-invariant method to synchronize two time series that vary in time and speed by finding a non-linear warping path. DTW sets each entry \((i, j)\) of a matrix \( D \) to the distance between datapoints \( v_i, v_j \), i.e., \( D[i,j] = \sqrt{\sum_{\ell=1}^d (v_{i,\ell} - v_{j,\ell})^2} \), where \( d \) is the number of variables. The matrix \( D \) is then traversed through a dynamic programming approach to find the best synchronization by minimizing the sum of distances between all points that are warped onto each other. This preprocessing step is a way to extract task constraints irrespective of difficulties due to strong distortion in time to trajectories which softens key features.

B. Motion Modeling by Gaussian Mixture Model

The datapoints from the temporally aligned surgeries \( \{s_h^1, \ldots, s_h^N\} \) are then modeled through a Gaussian Mixture Model (GMM). In learning from examples, a GMM produces a joint density estimate over the input and output space based on the training set. A GMM of \( K \) Gaussians is defined by the probability density function

\[
p(v_j) = \sum_{k=1}^K p(k)p(v_j|k),
\]

where \( v_j \) is the datapoint, \( p(k) \) is the prior, and \( p(v_j|k) \) is the conditional probability density function. Time is encoded directly into the GMM, i.e., \( v_j = (v_{j,1}, v_{j,2}) \), where \( v_{j,1} \) and \( v_{j,2} \) correspond to time and spatial information, respectively so that a smooth signal can be retrieved through regression, as described in the next section. Moreover,

\[
p(v_j|k) = N(v_j; \mu_k, \Sigma_k)
\]

where \( (p(k), \mu_k, \Sigma_k) \) are parameters of the Normal Gaussian distribution components \( k \) defined as the priors, means, and covariances, respectively. Maximum Likelihood Estimation of the mixture parameters is performed iteratively using the EM algorithm [14]. EM is a local search algorithm that guarantees finding a locally optimal fit of Gaussians to the data through increasing the likelihood of the training set during optimization. This algorithm requires an initial estimation, which is done through k-means clustering. We use the programming by demonstration toolkit [6] for the implementation of GMMs.

C. Motion Generation by Gaussian Mixture Regression

In order to generalize a path of the signals for a task we apply Gaussian Mixture Regression [15]. We can efficiently
compute the output by conditioning the joint distribution on the input and take the expected value. Consecutive time series samples are queried for the corresponding spatial information estimated through regression. The temporal and spatial components are separated for the mean and covariance matrix of the Gaussian component $k$ as

$$
\mu_k = \{\mu_{t,k}, \mu_{s,k}\}, \quad \Sigma_k = \begin{pmatrix}
\Sigma_{t,k} & \Sigma_{ts,k} \\
\Sigma_{st,k} & \Sigma_{s,k}
\end{pmatrix}.
$$

For each Gaussian $k$, the conditional expectation of $\varepsilon_{s,k}$ given time and the expected covariance is calculated as

$$
\hat{\varepsilon}_{s,k} = \mu_{s,k} + \hat{\Sigma}_{s,k} (\hat{\Sigma}_{t,k})^{-1} (\varepsilon_t - \mu_{t,k})
$$

$$
\hat{\Sigma}_{s,k} = \hat{\Sigma}_{s,k} + \hat{\Sigma}_{st,k} (\hat{\Sigma}_{t,k})^{-1} \hat{\Sigma}_{ts,k},
$$

where $\hat{\varepsilon}_{s,k}$ and $\hat{\Sigma}_{s,k}$ are combined based on the probability that the Gaussian component $k$ has

$$
\beta_k = p(\varepsilon_t | k) / \sum_{i=1}^K p(\varepsilon_t | i).
$$

Therefore, the conditional expectation and covariance of $\varepsilon_t$ given time is as follows:

$$
\hat{\varepsilon}_s = \sum_{k=1}^K \beta_k \hat{\varepsilon}_{s,k}, \quad \hat{\Sigma}_s = \sum_{k=1}^K \beta_k^2 \hat{\Sigma}_{s,k}.
$$

Thus, if we evaluate $\{\hat{\varepsilon}_s, \hat{\Sigma}_s\}$ at different time steps $\varepsilon_t$, we can produce a generalized form of the motions to create output sequence $O$. With a probabilistic model, only the means and covariance matrices of each Gaussian are stored. We use the programming by demonstration toolkit [6] for the implementation of GMR.

### D. Motion Evaluation by Hidden Markov Models

Hidden Markov Models (HMM) are used to evaluate the trajectories generated by the Gaussian Mixture Regression. An HMM is a doubly stochastic process [16]. It is modeled as a series of states that obey the Markov property, where these underlying states are not directly observable but can only be inferred through the observation of another set of stochastic processes. We formulate the learning problem as multiple discrete HMMs and develop a testbed based on the “most likely performance” criteria to have generated a sequence of actions based on [17]. This method was used to validate if the generated sequence could be correctly classified according to the appropriate skill level, i.e., expert, intermediate, novice. The signals are discretized using a sliding window fast fourier transform. From the discretized signals, an HMM is trained for each skill level $\lambda_s \in \{\lambda_{\text{expert}}, \lambda_{\text{intermediate}}, \lambda_{\text{novice}}\}$ using the Baum-Welch algorithm with no prior training labels as implemented in the Matlab statistics toolbox. Generalized Expectation Maximization algorithm was used to uncover the best structure of the hidden states. Given the trained HMMs, let $O$ denote a trajectory generated by the Gaussian Mixture Regression, as described in section III-C. The trajectory $O$ is discretized and an HMM is build from the discretized signal as described above in the training procedure. The trajectory $O$ is then classified as an expert, intermediate, or novice based on the maximum log likelihood, i.e.,

$$
\arg\max_{\lambda_s \in \{\lambda_{\text{expert}}, \lambda_{\text{intermediate}}, \lambda_{\text{novice}}\}} \log P(O|\lambda_s).
$$

### IV. RESULTS

Our goal is to generate a smooth trajectory of a trial; therefore, the end of one surgeme must connect to the next seamlessly. To do so, we concatenated the Gaussian parameters $\mu$ and $\Sigma$ of consecutive surgemes to generate new parameters $\mu_{\text{new}}$ and $\Sigma_{\text{new}}$ between each transition. We averaged all the priors generated from EM of each surgeme. GMR was sampled once using the parameters of each GMM for each of the 16 surgemes. The time was used to query the corresponding spatial information by computing the expected distribution. By providing temporal values as inputs, it thus outputs a smooth generalized version of the data encoded in GMM, and associated constraints expressed by covariance matrices. Fig. 4 shows 2 surgemes connecting together.
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Fig. 4. Demonstrating the raw data of two surgemes (top in blue and in green), the GMM (center) modeled with 4 states, then a generated path using GMR concatenated together (bottom in dark blue and the standard deviation in light blue). The left hand side figures are 1D and right side figures are 2D corresponding to the position of the tooltip. The axis $x_1$ and $x_2$ are the $x$ and $y$ positions of the right tool respectively.

To test the accuracy of the GMM/GMR generative models, we ran a classification algorithm [17] that would classify trajectories generated by the GMM/GMR trained on expert data as either coming from expert, intermediate, or novice surgeons. The classification algorithm trains three HMMs (expert, intermediate and novice) from five new unseen trials for each skill level. Each trajectory $O$ generated by the expert GMM/GMR is classified based on the log likelihood estimate to the nearest HMM, as described in section III-D. Table I shows that the trajectories generated by the GMM/GMR generative model in all three tasks are closest to the expert model. This indicates that the GMM/GMR generative model
trained on expert data generates smooth trajectories that are classified as coming from experts.

**TABLE I**

<table>
<thead>
<tr>
<th>GMM/GMR TRAJECTORIES GENERATED BY</th>
<th>Suturing</th>
<th>Knot tying</th>
<th>Needle transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW Expert</td>
<td>−816.5</td>
<td>−796.2</td>
<td>−801.1</td>
</tr>
<tr>
<td>DTW Intermediate</td>
<td>−840.4</td>
<td>−822.1</td>
<td>−887.4</td>
</tr>
<tr>
<td>DTW Novice</td>
<td>−914.7</td>
<td>−897.0</td>
<td>−911.3</td>
</tr>
<tr>
<td>No DTW Expert</td>
<td>−813.9</td>
<td>−1311.9</td>
<td>−1301.2</td>
</tr>
<tr>
<td>No DTW Intermediate</td>
<td>−869.8</td>
<td>−1301.1</td>
<td>−1287.0</td>
</tr>
<tr>
<td>No DTW Novice</td>
<td>−937.1</td>
<td>−1438.8</td>
<td>−1118.1</td>
</tr>
</tbody>
</table>

We also tested the impact of DTW on the GMM/GMR process. Fig. 5 provides a qualitative illustration. Moreover, Table I indicates that when DTW is not used, then the trajectories generated by GMM/GMR are not classified as coming from experts. These results indicate that DTW considerably improves the GMM/GMR process to extract key features of a surgeon and generate smooth trajectories that are classified as coming from experts.
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**V. DISCUSSION**

This paper explores the problem of automating portions of a human-machine cooperative task and presents a method based on GMM/GMR to generate smooth trajectories that capture the underlying structure of the motion data recorded from expert demonstrations. Promising initial validation are obtained which show that the generated trajectories are classified as coming from expert surgeons. This is a distinct advantage over HMMs, since trajectories generated from HMMs (even those trained on expert data) are not smooth and are usually classified as coming from novice surgeons. Results in this paper also indicate that the GMM/GMR method is able to extract important features of the task, determine quantitative metrics to evaluate robot imitative performance, and reproduce several medical tasks. Starting with these initial results, we plan to have a teleoperated system perform simple surgical tasks. With the surgeons, it should be possible to reuse the skilled motion primitives to describe a large variety of tasks. The current technique is open loop as a method aimed at providing a solution for reproducing a generalization of the demonstrations for reproduction. The eventual goal of this research is to provide closed loop realtime assistance to surgeons in a teleoperated and cooperative manipulation environment.
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